Shrink & Morph: 3D-printed self-shaping shells actuated by a shape memory effect
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While 3D printing enables the customization and home fabrication of a wide range of shapes, fabricating freeform thin-shells remains challenging. As layers misalign with the curvature, they incur structural deficiencies, while the curved shells require large support structures, typically using more material than the part itself.

We present a computational framework for optimizing the internal structure of 3D printed plates such that they morph into a desired freeform shell when heated. This exploits the shrinkage effect of thermoplastics such as PLA, which store internal stresses along the deposition directions. These stresses get released when the material is heated again above its glass transition temperature, causing an anisotropic deformation that induces curvature.

Our inverse design method takes as input a freeform surface and finds an optimized set of deposition trajectories in each layer such that their anisotropic shrinkage deforms the plate into the prescribed surface geometry. We optimize for a continuous vector field that varies across the plate and within its thickness. The algorithm then extracts a set of deposition trajectories from the vector field in order to fabricate the flat plates on standard FFF printers. We validate our algorithm on freeform, doubly-curved surfaces.

CCS Concepts: • Computing methodologies → Computer graphics; • Applied computing → Computer-aided design.

Additional Key Words and Phrases: Additive Fabrication, Deployable Structures, Shape Memory Polymers.

Fig. 1. Given a target surface (left), our method optimizes a dense set of deposition trajectories that form a printed plate. Once the plate is immersed in hot water, it deforms and closely approaches the target surface (right).
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1 INTRODUCTION
Freeform thin shell surfaces appeal to both designers and engineers for their aesthetics and performance. They are commonly used to form the outer shell of home appliances and handheld devices. However, they involve a significantly more complex and costly fabrication process than their flat or single-curved counterparts.

In particular, the additive manufacturing of thin shells usually requires large volumes of supports, while misalignment between shell curvature and printing layers leads to staircase artifacts and poor structural performance (see Fig. 2).

One approach to circumvent these limitations is to consider self-shaping surfaces: plates fabricated flat that deform into a specific geometry in response to different stimuli such as heat, pH, or moisture. These approaches avoid the aforementioned issues, show great potential for reducing fabrication costs, and allow postponing deployment until on-site placement.

In this work, we fabricate self-shaping surfaces with Fused Filament Fabrication (FFF), one of the least expensive and most widely used 3D printing techniques. We propose to use the shape memory effect of thermoplastics such as polyactic acid (PLA): polymer chains in the material tend to align along deposition trajectories when printed, their trajectory-aligned distribution turns to a more
isotropic state when the material is reheated above its so-called glass transition temperature $T_g \approx 60 \, ^\circ C$ causing the thermoplastic material to shrink along the printing direction. Our experiments verify and investigate further this physical anisotropic property, which is crucial to our method. As detailed in Section 2, studies have shown that parameters such as speed, layer thickness, and printing temperature can influence the amount of length change induced. However, these parameters cannot be easily varied locally within the plate, and understanding their effect on the shrinking behavior requires precise calibration procedures.

Instead, we propose to optimize the geometry of the printing trajectories: by varying the local direction of the trajectories, we control the direction of the anisotropic deformation (see Figure 1). However, controlling the in-plane anisotropy is insufficient, as the same 2D deformation map may result in different 3D shapes. Conversely, curved shapes can exist without in-plane deformations, e.g., developable surfaces.

To gain more control over curvature, we propose to vary the deformation direction not only in-plane but also in the normal direction – the plate thickness – by having printing trajectories with different orientations from layer to layer.

We devise an inverse design method that takes as input a freeform surface and outputs an optimized set of deposition trajectories, such that when the fabricated plate is immersed in hot water, it deforms into the prescribed surface geometry. We optimize a continuous vector field that varies within the plate thickness to obtain freeform surfaces with non-trivial curvature. After optimization, the algorithm extracts a set of deposition trajectories from the vector field in order to fabricate the flat plates. Remarkably, by tailoring the path orientation along the plate layers, our method can control both Gaussian and normal curvature using a single base material.

Contributions. In summary, we introduce:

- An end-to-end framework for 3D printing self-shaping thin-shells, capable of reproducing freeform surfaces. This is achieved through the sole control of the geometry of the printing trajectories within and across layers.
- A novel formulation for morphing shape-memory polymers based on the theory of non-Euclidean plates that allows for variation in the normal direction of the plate to control both Gaussian and normal curvature. This takes into account specificities of 3D printing, in particular the gradation of shrinkage ratios between top and bottom layers.
- A precise calibration procedure based on a study on the shape-memory properties of PLA with respect to parameters such as heat, layer height, and printing speed.

An open-source implementation of our method is available at https://github.com/DavidJourdan/shrink-morph

2 RELATED WORK

We call self-shaping surfaces initially flat plates that deform into curved 3D surfaces without any external actuation forces. Such surfaces can result from natural processes such as growth or drying processes or can be manufactured to react to a given stimulus that will drive the deformation.


Self-shaping PLA structures. Among these possible techniques, exploiting the shape-memory properties of PLA in fused filament fabrication presents the advantage of being easily accessible through the widely available FFF 3D printers. This leads to direct applications for educational, hobbyist, and repair projects, as well as ongoing research in 4D printing and robotics.

Many approaches rely on fabricating discrete elements that behave as actuators. These elements use a predefined trajectory pattern producing a known, calibrated behavior. The elements are then instantiated at specific positions and orientations to guide the deformation of the surrounding passive parts. Some techniques rely directly on shrinkage [Chalissery et al. 2022; Moon et al. 2022; Wang et al. 2018] while others rely on a bilayer effect to induce curvature [van Manen et al. 2017; Wang et al. 2019; Yu et al. 2020]: different predefined patterns with different shrinking behaviors are used for the top and bottom layers. For instance, An et al. [2018] uses two different materials – shrinking PLA and non-shrinking TPU – while Sun et al. [2021] only heats specific parts using conductive PLA. As opposed to discrete elements, we explore a controlled, continuous deformation throughout the plate to obtain thin curved shells.

The Geodesy approach [Gu et al. 2019, 2020] is closest to our objectives but is, however, limited to height-fields as the deposition trajectories always align with the isolines of the input field. In addition, the contraction rate is controlled by continuously varying layer thicknesses. This necessitates a material-specific calibration to precisely quantify the relationship between layer height and shrinking ability. This makes the method difficult to implement on commercial PLA filaments, which exhibit a wide range of behaviors. Although our method also needs some calibration, we only need to find the shrinking ratio for one set of printing parameters.

Deshpande et al. [2022] experiment with controlling the orientation of the deposition trajectories. However, this is not incorporated into an inverse design method. This work demonstrates that heating elements can be locally embedded inside the surface to locally trigger shrinkage.
To the best of our knowledge, our method is the first to optimize for the orientation of trajectories across layers in order to achieve a prescribed, continuous deformation.

Thermomechanical studies of shape memory PLA. The shape memory effect of PLA is a complex phenomenon that depends on various factors. Several material science researchers studied the influence of different parameters on the deformation, such as nozzle temperature [Chalissery et al. 2022], build plate temperature [Kačergis et al. 2019], printing speed [Kačergis et al. 2019; Rajkumar and Shanmugam 2018; van Manen et al. 2017; Zhang et al. 2015], thickness of the plate [Rajkumar and Shanmugam 2018] or the flow of material [van Manen et al. 2017].

As the experiments depend on numerous factors, the results are not always consistent across the literature. Our own experiments showed that results may vary widely depending on the specific PLA filament used, with variations across vendors and colors. This is likely due to the influence of specific additives and pigments, whose exact composition is undisclosed. We provide the parameters used for our examples on specific, commonly available brands of PLA and detail in Section 4 our own experiments to find print parameters maximizing the shrinking performance.

Anisotropic parameterization for deployable structures. The flattening operation required for the inverse design problem to go from the curved target surface to the flat plate to be printed can be represented as a parameterization of a surface embedded in \( \mathbb{R}^3 \) onto a flat, 2D domain. When materials are deployed from locally isotropic deformations – for instance, with auxetic materials – conformal maps have been shown to be the proper framework to geometrically capture their deformation [Konakovć et al. 2016] and to build inverse design tools [Chen et al. 2021; Konakovć-Luković et al. 2018]. When materials morph from anisotropic deformation fields, however, conformal maps cannot be used, and one has to resort to different formalisms. For instance, Griniasty et al. [2019] employed hyperbolic PDE solvers to solve the inverse design problem for nematic elastomers. This technique is not readily applicable to our case as it does not model a change of anisotropy across layers required to account for extrinsic curvature.

Another strategy used for the inverse design of nematic elastomers is to use a local-global solver to find a parameterization much in the same way as ARAP parameterization [Aharoni et al. 2018; Panetta et al. 2021] use this local-global solver to initialize their non-linear optimizer to design inflatable plates with oriented channels triggering curvature. We employ a similar optimization strategy with a very different simulation model: to account for the fact that the channels are much easier to bend across the air tubes than along, they add a custom term in their optimization, whereas our simulation model for anisotropic, non-Euclidean plates allows us to find the proper scaling of the bending terms without introducing an additional free parameter.

Curved printing, conformal slicing. A different take on the fabrication of shells is to rely on curved printing [Zhang et al. 2022]. In particular, Hong et al. [2022] propose a method to 3D print shells using conformal slicing: a 5-axis printer prints a curved surface on top of a PVA support structure that dissolves in water. This, of course, requires a custom 3D printer with 5-axis capabilities and does not remove the need for large volumes of support (compared to the fabricated shell volume).

3 OUR APPROACH
An overview of our inverse design approach is given in Figure 3. Our method takes as input a triangle mesh embedded in \( \mathbb{R}^3 \) representing the desired target (deployed) surface shape and computes (1) a flattening of the surface into the plane, (2) a three-dimensional vector field covering the plane and varying across its thickness, and (3) outputs a set of deposition trajectories following the vector field for fabrication. We give below a brief overview of each step.

Flattening. We first obtain a planar parameterization of the input surface, which is suitable for optimizing the trajectory orientations. We use a local/global iterative algorithm akin to an As-Rigid-As-Possible parameterization [Liu et al. 2008]. A similar approach was used for nematic elastomers and inflatable structures [Aharoni et al. 2018; Panetta et al. 2021].

Vector field modeling. We solve for a vector field represented as plane angles \( \theta \) throughout the plate’s volume. However, the plate being thin – its thickness much smaller than its other dimensions – we use two angle fields \( \theta_1 \) and \( \theta_2 \) to model it with a linear variation across the thickness: \( \theta(x, y, z) = \theta_1(x, y) + \frac{1}{2} \theta_2(x, y), z \in [-h, h] \) where \( h \) is the plate thickness.

Vector field optimization. The flattening procedure gives us an initial guess for the vector field, which is used to initialize our inverse optimization method determining optimized printing orientations. In particular, we obtain the value of \( \theta_1 \) from this flattening procedure.

The heart of our technique is an accurate forward simulation method that determines the shape that would be obtained given the vector field. We derive it from the theory of non-Euclidean plates [Efrati et al. 2009] as detailed in Section 3.1. We use the forward approach to find an equilibrium shape closest to the target, using the adjoint method from sensitivity analysis to optimize for the vector field. We detail the inverse optimization in Section 3.2. A key novelty of our technique is to model the anisotropic bending in the optimization process. This is essential to capture the material behavior adequately.

Trajectory extraction. In each fabrication layer, we generate equally spaced trajectories aligned with the optimized orientations. We rely on the Stripe Patterns algorithm [Knöppel et al. 2015]. The entire process is described in Section 3.2.3.

3.1 Forward problem
In order to tackle the inverse optimization, we first have to solve the forward problem: given trajectory orientations in a flat 3D printed plate, we determine its final configuration after re-heating above the glass transition temperature \( T_g \).

More precisely, given an initial flat configuration \( \hat{S} \in \mathbb{R}^2 \) and a scalar field \( \theta \) representing the orientations, we have to simulate how lengths on the surface change locally so as to obtain the final curved shape. This problem is reminiscent of similar phenomena

where flat sheets deform under environmental changes (e.g., drying leaves, moist paper, etc. see [Chen et al. 2018]). These phenomena can be approximated geometrically as a metric change within the rest configuration of the material. This initially flat plate therefore gets imbued with a reference configuration whose metric may represent a surface that is not embeddable in $\mathbb{R}^3$, which is why we refer to these structures as non-Euclidean plates [Efrati et al. 2009; Pez-zulla et al. 2017]. We begin by describing in Section 3.1.1 a general elastic energy formulation (often attributed to W.T. Koiter) whose derivations can be found in more detail in [Efrati et al. 2009]. We explain how to adapt this model for anisotropic materials and derive the exact quantities specific to our problem in Section 3.1.2. Finally, we solve the problem using a discretization similar to [Sperl et al. 2020].

3.1.1 Theory of non-Euclidean plates. Let us consider a deformation from an initially flat plate of thickness $h$ to a curved surface, defined by the mapping $\Phi : V = \hat{S} \times [-h/2, h/2] \to \mathbb{R}^3$. We define the curved surface as $S = \phi(\hat{S})$ with $\phi$ being a parameterization of the mid-surface (see Figure 4).

The metric $g = \det d\Phi$ measures the deformations in lengths and angles between the initial flat domain and the deformed domain. The elastic energy of the plate depends on its rest state and the corresponding metric $\bar{g}$ measuring the deformation between the initial and rest configurations. Usually, the rest state and the initial state coincide, making $\bar{g}$ the identity. However, plastic deformations like the shrinkage of PLA under heat modify the rest shape. The resulting rest state is often not embeddable in $\mathbb{R}^3$: there is likely no shape in $\mathbb{R}^3$ that would not have residual stresses. However, even though the rest shape cannot exist in $\mathbb{R}^3$ it remains possible to define $\bar{g}$ for our case of plastic deformation, as detailed in Section 3.1.2.

Using standard plane-stress assumptions, we find that the metrics $g$ and $\bar{g}$ can be reduced to their planar $2 \times 2$ sub-parts $C$ and $\bar{C}$ corresponding to the deformation of the mid-surface. Assuming the thickness $h$ is negligible compared to the dimensions of the surface $\hat{S}$, $C$ and $\bar{C}$ can be expanded into first and second fundamental forms:

$$C = a - 2zba + O(z^2), \quad \bar{C} = \bar{a} - 2\bar{z}\bar{b} + O(z^2),$$

Integrating the total elastic energy $W = \int_V \|C - \bar{C}\|_M^2 \, dV$ in the thickness direction gives the following expansion:

$$W = \frac{h}{4} \int_S \|a - \bar{a}\|_M^2 \, dA + \frac{h^3}{12} \int_S \|b - \bar{b}\|_M^2 \, dA + O(h^4).$$

As the plate is non-Euclidean, there is not necessarily a shape in $\mathbb{R}^3$ such that $W = 0$. In the equation above, $\| \cdot \|_M$ is a material norm. Previous methods [Chen et al. 2018; Weischedel 2012] employ a
so-called isotropic Saint-Venant–Kirchhoff norm, suitable for large displacements but small strains. However, since in our case the material exhibits an orthotropic response, we generalize this StVK norm so as to model orthotropic materials with Young’s moduli $E_1$ in the orientation $\theta$ and $E_2$ in the orthogonal direction. The material norm of a matrix $e$ is then written as:

$$\|e\|_M = (R_0^T \hat{a}^{-1} e R_0 : C : (R_0^T \hat{a}^{-1} e R_0))$$

(3)

where $C$ is the rank-4 linear elastic tensor of the orthotropic material. We use the parameterization of Li and Barbic [2014] who write this tensor as a $3 \times 3$ symmetric matrix using Voigt notation:

$$C = \frac{1}{1 - \nu^2} \begin{pmatrix} E_1 & \nu \sqrt{E_1 E_2} & 0 \\ \nu \sqrt{E_1 E_2} & E_2 & 0 \\ 0 & 0 & \frac{1 - \nu}{2} \sqrt{E_1 E_2} \end{pmatrix}.$$  

(4)

with a Poisson’s ratio-like parameter $\nu$ which we set to 0.4 as it is a reasonable value for PLA. We experimentally determine an approximate ratio $E_1/E_2 = 10$ for the material we work with (see Section 4.3 for a discussion).

To find the forms $a$ and $b$, the deformation map $\Phi$ is computed from the parameterization of its mid-surface $\hat{\phi}$ and its normal map $n$:

$$\Phi(x, y, z) = \hat{\phi}(x, y) + z n(x, y).$$

The growth factor $\rho$ accounts for the shell being allowed to scale in the normal direction. Most previous work on non-Euclidean surfaces [Chen et al. 2018; Efrati et al. 2009] assumes that the thickness of a plate stays constant during the deformation, making $\rho = 1$. However, this is not the case for the shape memory effect of PLA. We instead follow Pezzulla et al. [2017] and consider that the material has a constant growth factor $\rho = \lambda_3$ along this direction, which we measure in Section 4. The thin-shell assumption therefore gives:

$$C = d\phi^T d\phi + 2\rho z d\phi^T d\phi + O(z^2) = a - 2z b + O(z^2).$$

(5)

This equation allows to identify $a = d\phi^T d\phi$ and $b = -\rho z d\phi^T d\phi$, with $d\phi$ being the deformation gradient and $dn$ is the so-called shape operator (see e.g. [Grinspun et al. 2006]).

Note that the integration in Equation 2 is done over the initial shape. The fundamental forms $a$ and $b$ are computed on $S$ as pull-backs of the fundamental forms used in, e.g., [Chen et al. 2018]. We choose to use these pullbacks and define everything on $S$ as it makes the rest metric easier to define in this setting.

3.1.2 Simulation of shape memory PLA. As explained earlier, the printed PLA shrinks in the direction of the trajectories when heated. A secondary effect is that it also grows in the other directions. In the following paragraph, we estimate the rest fundamental forms $\hat{a}$ and $\hat{b}$ by measuring this deformation.

We call $\lambda_1$ and $\lambda_2$ the ratios measuring the in-plane distortion (i.e. the change of length) respectively in the path direction (represented by an angle $\theta$) and in the orthogonal direction, and $\lambda_3$ the ratio measuring the change in length along the thickness in the normal direction. We explain in Section 4.1 how to measure experimentally these ratios, which are constant through the plate.

Noting that a vector oriented along $\theta$ will change its length by a factor $\lambda_1$ and a vector in the perpendicular direction will change its length by a factor $\lambda_2$, we write:

$$C = R_0 \begin{pmatrix} \lambda_1^2 & 0 \\ 0 & \lambda_2^2 \end{pmatrix} R_0^T.$$  

(6)

Assuming that $\theta$ is a linear function of $z$, we can write it as $\theta(x, y, z) = \theta_1(x, y) + \frac{z}{\bar{h}} \theta_2(x, y)$ where $\theta_1$ is the mean angle value and $\theta_2$ represents the variation along the thickness, and make the following expansion:

$$C = R_{\theta_1} \begin{pmatrix} \lambda_1^2 & 0 \\ 0 & \lambda_2^2 \end{pmatrix} R_{\theta_2} - \frac{z}{\bar{h}} \theta_2 (\lambda_1^2 - \lambda_2^2) R_{\theta_1} \begin{pmatrix} 0 \\ 1 \end{pmatrix} R_{\theta_2}^T + O(z^2).$$

(7)

which allows us to identify $\hat{a}$ and $\hat{b}$.

3.1.3 Discretization. We simulate the deformation induced by the shape memory effect by minimizing the energy $W$ defined in Equation 2. We represent the mid-surface $S$ as a triangular mesh composed of a set of vertices $V$ and a set of triangles $T$. We consider the fields $\theta_1$, $\theta_2$ to be constant over each triangle. A vector of 2D coordinates describes the position of the vertices $\hat{x}$ in the initial flat position and by the 3D coordinates $x$ in a deformed state. We use piecewise linear finite elements so that the strain is constant on each triangle. We can then obtain the following discretized energy:

$$W(x) = \frac{h}{4} \sum_{i \in T} \|a - \hat{a}\|_M^2 + \frac{h^3}{12} \sum_{i \in T} \|b - \hat{b}\|_M^2 \sqrt{\det \hat{a}}.$$  

(8)

$\hat{a}$ and $\hat{b}$ are computed using Equation 7 using the value of $\theta_1$ and $\theta_2$ of the triangle $t$. $a$ and $b$ are derived from Equation 5 as $a = F^T F$ and $b = F^T A F$. $F$ is the deformation gradient obtained by the initial positions $(\hat{b}_i)_{1,2,3}$ of the vertices of triangle $t$ and their deformed positions $(\hat{v}_i)_{1,2,3}$:

$$F = (\hat{v}_1 - \hat{v}_0, \hat{v}_2 - \hat{v}_0) (\hat{v}_1 - \hat{v}_0, \hat{v}_2 - \hat{v}_0)^{-1},$$

(9)

and $\Lambda$ is the shape operator defined on the deformed surface. We use the triangle-averaged shape operator from Grinspun et al. [2006]:

$$\Lambda = \sum_{i = 1,2,3} \frac{\theta_i}{A_i^2} \mathbf{t}_i \mathbf{t}_i^T,$$

(10)

with $A$ being the area of the triangle, $\hat{t}_i$ the signed dihedral angle between $t$ and its $i^{th}$ neighbor, $l_i$ the length of the common edge $e_i$ and $\mathbf{t}_i$ a vector obtained by rotating $e_i$ of $90^\circ$ around the normal of the triangle.

The final shape induced by the shrinking of the plate can then be computed as $x_f = \arg \min_a W(x)$. We minimize $W$ using a projected Newton strategy, computing derivatives and projecting the per-triangle Hessians on the PSD cone using TinyAD [Schmidt et al. 2022].

3.2 Inverse problem

The forward problem lets us predict the curved surface obtained by heating a flat printed object. We now tackle the inverse problem: given a curved surface $S$ representing the mid-surface of the plate, we want to find a flat shape and the printing trajectories such that it will deform into $S$ when heated above glass temperature.
Namely, we are looking for a parametric domain $S$ and the $\theta_1$ and $\theta_2$ fields defined on it such that, when applying the forward simulation, they deform $S$ into $\hat{S}$.

We decompose this problem in two parts. First, we consider that the direction field is constant across the thickness, setting $\theta_2 = 0$. This lets us optimize $\hat{S}$ and $\theta_1$, only considering the in-plane deformations. Second, to accurately control the bending behavior of the surface, we optimize for orientation variations in the thickness $\theta_2$. We use sensitivity analysis [Zehnder et al. 2021], minimizing the distance between the simulated and target shapes (Section 3.2.2). Finally, from the field $\theta = \theta_1 + \frac{\pi}{2}\theta_2$, we compute the printing trajectories for each plate layer.

3.2.1 Parameterization. As a first step we find a mapping $\psi : S \rightarrow \mathbb{R}^2$ whose induced distortions correspond to the shape memory effect of the PLA as close as possible. So the differential $d\psi \in \mathbb{R}^{2 \times 2}$ — parameterized by local barycentric coordinates on tangent planes — has singular values equal to $\lambda_1^{-1}$ and $\lambda_2^{-1}$. By optimizing $\psi$ we also obtain the parameterization domain $S = \psi(S)$ as well as the average orientation $\hat{\theta}_1$ — the orientation on the mid-surface — as the direction of the maximal distortion of $\psi$.

We follow the local/global optimization scheme of Aharoni et al. [2018]. The energy to minimize is:

$$E(\psi, U, V) = \int_S \left\| \frac{\partial \psi}{\partial u} - U \begin{pmatrix} \lambda_1^{-1} & 0 \\ 0 & \lambda_2^{-1} \end{pmatrix} V^T \right\|_F^2 \, dA. \tag{11}$$

The idea is to alternate between minimizing for $\psi$ while keeping $U, V$ constant on the one hand (the "global" problem) and minimizing $U$ and $V$ while treating $d\psi$ as a constant on the other (the "local" problem). We follow the framework of Liu et al. [2008] that we briefly remind below.

The global problem is solved by fixing $U$ and $V$ (from the initialization or a previous iteration) and minimizing for $\psi$, it is solved by solving a linear system of $2\pi r_S$ linear equations $n_p$, being the number of vertices— whose unknowns are the discretized positions $\hat{s}$ representing $\hat{S}$ in $\mathbb{R}^2$.

Then, by computing the singular value decomposition (SVD) of $d\psi = R_\alpha \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_2 \end{pmatrix} R^T$ where $R_\alpha$ is a rotation of an angle $\alpha$ such that $u_\alpha = (\cos \alpha, \sin \alpha)$ is the direction of maximum shrink, the local problem admits the closed-form solution $U = R_\alpha$, $V = R$.

Iterating between these two problems quickly converges to a discrete mapping $\hat{\psi}$ matching the prescribed distortions in a least squares manner. Moreover we also get the associated flat domain $\hat{S} = \psi(S)$ describing the flat plate to be printed and we can deduce the directions $\hat{\theta}_1$ from the SVD of $d\psi$ since $u_\alpha$ represents the direction of maximum shrinkage.

The local-global algorithm needs an initial parameterization. Unfortunately, different initializations can push the optimization to converge to vastly different local minima, some of which are not suitable for our fabrication purposes. In particular, we need a distribution of directions that are smooth enough to be able to trace continuous deposition trajectories. We found that first running as-rigid-as-possible (ARAP) parameterization (i.e., running the same algorithm with $\lambda_1 = \lambda_2 = 1$) and then deforming the flat surface by a factor $\lambda_1^{-1}$ along one axis and $\lambda_2^{-1}$ provides a good initialization to this algorithm, which encourages smooth directions $u_\alpha$ in solutions.

In practice, this worked well across all our examples.

In many cases, this initialization was enough to ensure smooth directions. If extra smoothness is required it is also possible to add to the optimization problem an explicit smoothness term as in Panetta et al. [2021]. In their case, the smoothness term consists of the Dirichlet energy of the vector field of distortion directions $u_{\alpha\beta}$ (where $\alpha$ is doubled to account for the $\pi$ symmetry of the 2-RoSy direction field):

$$\min_S \int_S \left\| \begin{pmatrix} \sigma_1 - 1 \lambda_1^{-1} \\ 0 \end{pmatrix} \right\|_F^2 \, dA + w_D \int_S \|\nabla u_{\alpha\beta}\|^2 \, dA. \tag{12}$$

Since there is no obvious way to solve for this in the local-global framework, we propose to solve Equation 12 using a projected Newton strategy and computing the derivatives using TinyAD [Schmidt et al. 2022]. The difference between running this smoothing step or not is illustrated in Figure 5. As this smoothing step may not always be necessary, we show the cases where we use it in Table 1 as $w_D = 0.1$.

3.2.2 Directions optimization. The previous optimization gives us both a domain $S$ and average directions $\hat{\theta}_1$, minimizing $\|a - \hat{a}\|_M$. We now seek to optimize orientation variations across the thickness $\hat{\theta}_2$. This parameter controls the shell mean curvature / bending. When optimizing for $\hat{\theta}_2$ we keep $\hat{\theta}_1$ and $S$ fixed.

This problem cannot be solved by simply finding the fundamental forms $\hat{a}$ and $\hat{b}$ which minimize Equation 2, i.e., directly minimizing $\|b - \hat{b}\|_M^2$. Indeed, contrary to the $\hat{a}$ case we cannot, in general, find $\hat{\theta}_2$ such that $\|b - \hat{b}\|_M = 0$. This means that even if we minimize the energy $W$ as a function of $\hat{\theta}_1$ and $\hat{\theta}_2$ in Equation 2, the target shape will not correspond to a stable equilibrium, and the simulation might significantly drift from the target shape.

We propose instead to minimize the distance between the target shape $S$ and the result of the forward simulation applied on $\hat{\theta}_2$ with $\hat{\theta}_1, S$ fixed. We formulate the problem directly in the discretized domain. We consider vectors containing the position of all the vertices of the mesh. We call $x_T$ the positions of the target shape, while $x$ are the positions resulting from a forward simulation. We also use a
We then use the Stripe Patterns algorithm [Knöppel et al. 2013] to extract a set of equally spaced curves covering the domain and following the input direction field. This algorithm takes as input a vector $\theta_2$ containing the values of $\theta_2$ per vertex. The values of $\theta_2$ are averaged per triangle for the simulation.

The objective is to find the value of $\theta_2$ that minimizes the distance between $x_T$ and $x$. The forward simulation results in a shape at equilibrium, giving us the constraint $\frac{\partial W}{\partial x} = 0$.

We add two regularization terms to the minimization problem. First, $\theta_2^T M \theta_2$ (where $M$ is the vertex lumped mass matrix) ensures that $\theta_2$ is on the order of $h$ (and therefore small). Second, $\theta_2^T L \theta_2$ where $L$ is the cotan Laplacian. This ensures that the resulting field $\theta$ remains integrable. We obtain the following constrained optimization problem:

$$\min_{\theta_2} \frac{(x - x_T)^T M (x - x_T) + w_M \theta_2^T M \theta_2 + w_L \theta_2^T L \theta_2}{\theta_2}$$

subject to $\frac{\partial W}{\partial x}(x, \theta_2) = 0$. (13)

This problem can be converted to an unconstrained, nonlinear least squares program by expressing $x$ as an implicit function of $\theta_2$ through the $\frac{\partial W}{\partial x} = 0$ constraint. $x(\theta_2)$ can be evaluated by solving the forward problem (Section 3.1). The energy to be minimized can then be expressed as a function of $\theta_2$: $E(\theta_2) = (x(\theta_2) - x_T)^T M (x(\theta_2) - x_T) + w_M \theta_2^T M \theta_2 + w_L \theta_2^T L \theta_2$.

$E(\theta_2)$ can then be differentiated using the adjoint method from sensitivity analysis as done by Zehnder et al. [2021]:

$$\frac{\partial E}{\partial \theta_2} = -2 \frac{\partial^2 W}{\partial \theta_2 \partial x} \left( \frac{\partial^2 W}{\partial x^2} \right)^{-1} M (x - x_T) + 2 w_M \theta_2^T M \theta_2 + 2 w_L \theta_2^T L \theta_2. \quad (14)$$

We then minimize this nonlinear least squares optimization problem using the method of Zehnder et al. [2021]. Optimizing the thickness-wise variations $\theta_2$ allows a significant decrease in the deviation between the target surface and the simulation (see Figure 6). Note that even though the difference between layer trajectories is small (see Figure 7), the induced deformation can be large.

![Fig. 6. Comparison with and without the optimization of $\theta_2$. Distance ranges between 0 and 7 mm (for a 50mm-wide object).](image)

3.3.3 Trajectory generation. The final step is to extract oriented trajectories covering the plate $\hat{S}$ while following the field $\theta$ in each layer. The material will be deposited along these trajectories during fabrication. We fabricated the plate with $n$ different layers, so that each layer has orientations $\theta^k = \theta_k + \left( \frac{k - 1}{n} \right) \frac{\pi}{2}; \quad k \in [1, n]$.

We then use the Stripe Patterns algorithm [Knöppel et al. 2013] to extract a set of equally spaced curves covering the domain and following the input direction field. This algorithm takes as input a 2-rotationally symmetric (2-RoSy) direction field in complex form, which in our case amounts to writing $e^{2i \theta_k}$.

Finally, we order the trajectories by solving a Traveling Salesperson Problem (TSP), minimizing the traveling distance between curve endpoints. We use ORTools [Perron and Furnon 2023] using the Guided Local Search metaheuristic initialized by the Savings algorithm. As this NP-hard problem may take a long time to find a global minimum, we set a time limit of 5 seconds for each layer.

This set of ordered trajectories (displayed in Figure 3: Trajectory generation, with colors indicating the ordering from white to blue) can then be converted into instructions for the printer – typically G-Code – that is used to fabricate the plate.

![Fig. 7. Comparison between the first (left) and last (right) generated layers, with closeups on the bottom row.](image)

4 MATERIALS STUDY

We discuss in this Section our experiments in finding the material parameters to feed to the inverse design optimization.

4.1 Measurements for $\lambda_1, \lambda_2, \lambda_3$

![Fig. 8. Experiments with varying the extrusion temperature and layer height: lower temperatures and smaller layer heights result in higher contraction rates.](image)

To find the distortion ratios $\lambda_1, \lambda_2$ and $\lambda_3$, we print $80 \times 20 \times 0.8 \text{ mm}$ cubes with parallel printing trajectories aligned with the longest sample dimension (see Figure 9). We heat each
We measured the distortion ratios \((\lambda_1, \lambda_2, \lambda_3)\) for several sets of printing parameters with varying extrusion temperatures and layer heights. For each set, we printed 4 samples, measured their lengths before and after shrinking, respectively \(l_0\) and \(l\) and computed the distortion ratio \(\lambda = \frac{l_0}{l}\). We can equivalently (as was done in previous work) compute a contraction rate \(c = 100\frac{l - l_0}{l_0}\) (in \%, see Figure 8). Despite small variations, we observed that the measurements of \(\lambda_1, \lambda_2, \lambda_3\) were consistent across each set, standard deviations are displayed as error bars in Figure 8. We choose to use the average of a set for each ratio.

During our experiments, we noticed that the shrinking behavior depends heavily on the PLA used, with filaments from different vendors and colors showing varying shrinkage performance. We believe these differences are due to additives used in the composition of the PLA-based filament. For a given choice of filament, we observed that factors such as layer height, deposition widths, and nozzle temperature impact the shrinkage magnitude. We, however, found no dependency on the printing speeds contrary to prior works [Kačergis et al. 2019; Rajkumar and Shanmugam 2018]. This, again, may be due to differences in exact filament formulations.

For the material we used in our examples – Polymaker Polymax PLA (grey) – the best contraction rate we obtain is by using an extrusion temperature of 190\(^\circ\)C with a layer height of 0.08mm and a nozzle of 0.4mm diameter. We obtain a contraction rate of 41\% which is higher than previous work on heat-shrinkable PLA [Gu et al. 2019; Rajkumar and Shanmugam 2018; van Manen et al. 2017], hence found no dependency on the printing speeds contrary to prior works [Kačergis et al. 2019; Rajkumar and Shanmugam 2018].

4.2 Taking the non-zero rest curvature into account

Besides shrinking and expanding of ratios \(\lambda_1, \lambda_2, \lambda_3\), the test cuboid samples also exhibited a constant, non-zero curvature after being heated.

\footnote{Note that the presence of water is not necessary for the shape memory effect to occur but merely provides a suitable environment in which the temperature stays stable.}
We only need to modify the forward method using Equation 15 to take this effect into account. The modification is naturally integrated into the inverse problem through the constraint \( \frac{d\theta}{dt} = 0 \) that uses the forward simulation. Note that other phenomena that could occur for different materials may be added to the method similarly by only correcting the forward simulation.

### 4.3 Estimating the directional moduli

As described in Section 3.1.1, we observed that our material has an orthotropic behavior. We could however not measure the exact directional Young’s moduli of the material. Doing proper measurements to capture the value of \( E_1 \) and \( E_2 \) is indeed challenging: one would have to set up cantilever tests inside a thermal chamber at 90°C and then find a way to recover these coefficients from the experimental results, which is far from trivial since the test samples have non-zero rest curvature. Therefore we leave such precise measurements as future work.

Instead we experimentally set the ratio \( E_1/E_2 \) such that the simulation matches a test example printed for this purpose (Figure 12). The example, initially shaped like an ellipse squished on the poles, deploys into what looks like a pinched hemisphere because of the orthotropic behavior of the material (Figure 12 right): it is easier to bend across the trajectories than along them. The simulation using \( E_1 = E_2 = 1 \) gives a shape with a near constant curvature that does not match the fabricated object (Figure 12 left) since it does not account for the orthotropy. We obtain a much closer simulation result using \( E_1 = 10 \) and \( E_2 = 1 \) (Figure 12 middle).

![Fig. 12. Using the same initial state, we compare the simulation with \( E_1/E_2 = 1 \) (left), the simulation with \( E_1/E_2 = 10 \) (middle), and the fabricated example (right).](image)

### 5 RESULTS

We demonstrate our method on a variety of target surfaces, visible in Figures 1, 3 and 13. We printed our examples on a Creality CR10S Pro using Polymaker Polymax PLA (grey) and immersed them in a 90°C water contained heated using an Anova Precision sous-vide cooker. The simulation and inverse problems are computed on a 6-core Intel Xeon E-2186G processor.

The first two rows of Figure 13 show a hemisphere and a saddle having positive and negative Gaussian curvature, respectively. The Beetle example in Figure 1 reproduces the hood of a VW Beetle, which, together with the Hat and Mask model in Figure 13 showcase more complex surfaces with spatially varying curvatures. The shells we create are typical of covers designed for enclosures and appliances (e.g., a computer mouse, a hand rest, a game console, a curved phone stand) and would be very difficult to fabricate otherwise. As they start as flat plates, they all have a smooth surface finish. They are easily flexed, showing no fragility in the bending direction.

We provide optimization performance timings and printing times for these examples in Table 1. The optimization typically takes less than one hour. The field optimization is usually the most expensive step, followed by trajectory extraction. Printing times range from one to four hours, depending on the plate size. Note that both processes require no user intervention (apart from removing the fabricated plate from the printer): the optimization runs autonomously, and the printing is made trivial by the fact that we fabricate a simple plate. Both could be optimized further to reduce the time taken.

![ACM Trans. Graph., Vol. 42, No. 6, Article 187. Publication date: December 2023.](image)

### 6 LIMITATIONS AND FUTURE WORK

#### Developable surfaces.

Our approach sometimes fails at reproducing developable surfaces. For example, we printed a near-developable fashion surface model with one piece wrapped around the body. Even though the optimization succeeded at satisfying the constraints (see how the deviations were greatly minimized, model Top in Table 1), the plate did not wrap around the correct geometry, as shown in Figure 15. In such a case, the user may manually guide the plate towards the target when it is still hot, as shown in Figure 15, right.2

This issue appears as developable surfaces are a very specific case for our approach: they undergo no change in length when deforming, while our choice of optimization strategy is based on changes in length. There is also no secondary curvature to guide

---

[1] We did not guide any other result into shape, see accompanying video for the dipping process

---

We scan and reconstruct the fabricated shell (visible in Figure 1) using the Meshroom photogrammetry software [Griwodz et al. 2021]. We then measured the distance between the simulated model before/after optimizing \( \theta_2 \) and the target shape. As can be seen, the optimized surface is a close fit to the target with only a few percents max deviation.

Of course, the fabrication process introduces numerous approximations. First and foremost, the discretization in trajectories and layers, followed by imprecisions in the printer setup and uncertainties in the material parameters. Thus, while the results are visually similar to the target shapes, we measured the actual error between the printed result and the target shape for the beetle example. We scanned and reconstructed the fabricated shell (visible in Figure 1) using the Meshroom photogrammetry software [Griwodz et al. 2021]. We then measured the distance between each point of the reconstructed model and the target mesh. The error is visualized in Figure 14, as well as the superposition between the target and reconstructed surfaces. We obtain an average error distance of 2.2mm and a maximal distance of 9.7mm for a model of size 129mm. While clearly imperfect, it would be impossible to design such a plate by hand that would come even remotely close to the target. For cases where a tight fit to another object is required, the natural flexibility and strength of the shell would easily allow to snap-fit it in place.

Finally, Figure 6 demonstrates the importance of optimizing the trajectory orientations across the plate thickness (\( \theta_2 \), on the left the example was simulated with \( \theta_2 = 0 \) while the example on the right is the output of the trajectory optimization of Section 3.2.2.2

---

[2] We did not guide any other result into shape, see accompanying video for the dipping process
the deformation and rigidify the shell. As a result, our optimizer does not perform well in these cases.

Nevertheless, since $\theta_2$ allows us to control normal curvature, it is possible to find $\theta_1, \theta_2$ that would allow to create a developable surface such as a cylinder for example. However, our optimization strategy is not well suited for this case and does not always yield the best value for $\theta_1$. How to robustly achieve this within a more general optimization framework is a clear path for future work.

High frequency details. The thickness of the plates imposes a natural limit to the achievable normal curvature, which in turn limits the achievable details. This is properly captured in simulation (see the face model in Figure 13) such that its impact on the result is predictable. Scaling up the design for a same thickness can help capture more high-frequency details relative to the scale.

Multistability in shells. A shell structure can exhibit multiple stable configurations but typically tends to deform towards the configuration with the lowest energy. As we run a static simulation at each iteration of our optimization, the lowest-energy state should be the one closest to the input shape – it was the case in all our results.
Table 1. For each result shown in the paper, we report the computation times separated between parameterization \( t_{\text{param}} \), directions optimization \( t_{\text{optim}} \) and trajectory generation \( t_{\text{traj}} \), the print time, the distance between the simulated shape and the target before/after optimizing \( \theta_2 \) (given as percentages of the bounding box diagonal), the distance between the optimized shape and the target, the Dirichlet smoothing parameter \( w_D \) = 0.1, and the height of the initial plate in mm.

<table>
<thead>
<tr>
<th>Model</th>
<th>Nb. faces</th>
<th>( t_{\text{param}} ) / ( t_{\text{optim}} ) / ( t_{\text{traj}} ) (min/ sec)</th>
<th>Print time (h:mm)</th>
<th>Dist. to sim. (avg // max)</th>
<th>Dist. to optim. (avg // max)</th>
<th>( w_D )</th>
<th>height (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemisphere</td>
<td>17152</td>
<td>10.7 // 2.16 // 1.07*</td>
<td>2:26</td>
<td>3.36 // 10.28</td>
<td>0.25 // 3.02</td>
<td>0.1</td>
<td>150</td>
</tr>
<tr>
<td>Saddle</td>
<td>2048</td>
<td>0.1* // 0.04 * / 0.58*</td>
<td>1:11</td>
<td>2.20 // 6.05</td>
<td>0.47 // 2.15</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Beetle</td>
<td>8448</td>
<td>1.7* // 2.01* // 2.21*</td>
<td>2:49</td>
<td>5.41 // 16.23</td>
<td>0.34 // 1.41</td>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td>Face</td>
<td>3996</td>
<td>1.1* // 0.49* // 3.50*</td>
<td>4:18</td>
<td>2.81 // 12.56</td>
<td>0.36 // 2.04</td>
<td>0.1</td>
<td>200</td>
</tr>
<tr>
<td>Top</td>
<td>3584</td>
<td>0.7* // 1.01* // 1.28*</td>
<td>2:53</td>
<td>5.85 // 45.62</td>
<td>0.24 // 2.95</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Hat</td>
<td>11008</td>
<td>16.5* // 0.57* // 1.03</td>
<td>1:08</td>
<td>1.34 // 9.31</td>
<td>0.30 // 1.18</td>
<td>0.1</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 14. Comparison between the fabricated beetle and the target mesh: (top) distance between fabricated and target visualized on the fabricated object, (bottom) superposition of the fabricated object (blue) and target surface (grey).

Fig. 15. A failure case: (left) target surface, (middle) deployed surface after heating, (right) deployed surface manually shaped when still hot.

Two-step directions optimization algorithm. The first part of our optimizer consists in finding a flat parameterization domain \( \hat{\Sigma} \) in which we can later optimize the directions (Section 3.2.1). A side effect of this parameterization step is we can already get an initial value for \( \theta_1 \) by computing the singular vector corresponding to the maximum shrinking direction. In our experiments, we found that this initial value of \( \theta_1 \) is sufficient so that we only optimize for \( \theta_2 \) in the second step (Section 3.2.2), which effectively translates into a greedy algorithm with two distinct phases. Nevertheless, it could be possible to add \( \theta_1 \) as optimization variables in Equation 13 and therefore consider both \( \theta_1 \) and \( \theta_2 \) in the optimization, but it would come at the cost of a more challenging optimization landscape and longer computation times.

Mesh quality and refinement. Both the parameterization and the simulation objectives are sensitive to mesh quality. Therefore, we make sure to use evenly-tessellated meshes and apply Loop subdivision on them until the number of vertices is around 5000, which in our experiments strikes a good balance between computation time and mesh quality.

7 CONCLUDING REMARKS

We propose a method that optimizes a plate and the orientation of its fabrication trajectories such that when dipped in hot water, it deforms into a target surface. Compared to prior methods using a similar shrinkage technique, our method is the first to rely on continuous variations in trajectory orientation across the plate and its layers.

Our technique works with commercially available PLA filament with minimal calibration on standard FFF 3D printers. Thus, we expect it to be widely adopted in the maker, hobbyist, design, and education communities, where 3D printing is already widespread.

The inverse design technique provides a tight match to the target in simulation, but there are deviations between the target shapes and fabricated shell after deformation. Still, considering the many sources of approximations and uncertainty, we hope to have demonstrated the great potential of the approach, which is already useful for producing non-trivial shell surfaces.

Fabricating a flat object presents many advantages: printing is robust, there are no supports, no layering (staircase) defects. The plate can be shipped flat and deformed when needed. The forming process, performed in hot water, is simple and fun. It would be trivial to attach a layer atop the plate before deformation, such as conductive traces or colored patterns. We believe there are many open venues for future work, both in improving the technique and finding creative applications of the fabrication method.
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